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Abstract— Due to the expanding utilization of cloud 

computing services, power consumption in cloud data centers 

has increased significantly. The number of active physical hosts 

impacts data center power usage, so the number of active 

physical hosts should be decreased. To achieve this goal, cloud 

data centers use virtualization technology to consolidate 

multiple virtual machines on a single physical server, using 

state-of-the-art virtual machine placement algorithms. 

Specifically, bin packing algorithms have been widely used to 

place a set of items, i.e., cloudlets and virtual machines, into a 

set of bins, i.e., virtual machines and physical hosts. However, a 

set of cloud services, i.e., cloudlets, are characterized as real-

time and need to be provided within strict deadlines. In this 

paper, a cloud resource allocation framework is proposed to 

provide a compromise between two goals. The proposed 

framework uses the optimal physical host MIPS to achieve 

minimum possible power consumption while satisfying virtual 

machine-based cloudlets' deadline constraints. The proposed 

framework includes two modules, namely cloudlet allocator and 

virtual machine allocator. A set of widely used bin packing 

algorithms is exploited and compared in both modules. Firstly, 

the algorithms exploited in the cloudlet allocator module include 

first-fit, best-fit, and round-robin. The evaluation results 

showed that the round-robin algorithm provides the best 

outcomes in terms of real-time constraints. Round-robin could 

allocate an increasing number of cloudlets to virtual machines 

without scarifying the deadline constraints. Secondly, the 

algorithms used in the comparison in the virtual machine 

allocator module include first-fit, best-fit, next-fit, and worst-fit. 

The results showed that the best-fit algorithm reduces power 

consumption among all other algorithms under consideration. 

The results also suggest that setting the physical host CPU MIPS 

to optimal MIPS achieves the least consumed power.  

Keywords—Power-Aware Resource Allocation, Cloudlet 

Allocator, Virtual Machine Allocator, Bin Packing. 

I. INTRODUCTION  

   Due to its advantageous qualities, such as on-demand self-

service, extensive network access, resource pooling, rapid 
elasticity, and measured service, cloud computing has gained 

much attention in recent years[1]. These services are available 

through virtualization techniques that support power reduction 

in data centers through virtual machine (VM) consolidation on 

physical hosts.  

Power-aware cloud computing aims to reduce the power 
consumed in cloud data centers[2]. The number of data centers 
is increasing as cloud computing becomes more popular. 
Consequently, the reduction in power consumption is crucial 

[3]. Physical servers located in cloud data centers are among 
the components that exhaust the highest portion of the power 
consumed [4]. Therefore, it is required to decrease the number 
of active servers to save power in cloud data centers. This can 
be done by consolidating the largest possible number of VMs 
on the least possible number of physical hosts so that idle hosts 
can be switched off since powered on idle servers still 
consume power [5]. 

Real-time services are characterized by providing their 
output within time-constrained deadlines [6]. There are two 
types of real-time services: hard and soft. A hard real-time 
service should be provided on or before the deadline; 
otherwise, a catastrophic consequence will occur. A soft real-
time service provides a tolerable penalty if the execution time 
exceeds the deadline [7]. This paper defines a real-time VM 
as a VM that serves real-time tasks, i.e., cloudlets. The focus 
of this work is on hard real-time cloudlets. Handling soft real-
time cloudlets is left for future work. 

This paper proposes a resource allocation framework to 
compromise between reducing power consumption and 
achieving real-time constraints. The proposed framework 
consists of two modules. The first module, named cloudlet 
allocator, aims to allocate cloudlets to VMs to fulfill their 
deadlines efficiently. While, the second module, named VM 
allocator, aims to allocate VMs to physical hosts to achieve 
minimum possible data center power consumption while still 
not violating cloudlets deadlines.  

In this paper, a set of bin packing algorithms [8]has been 
compared to decide which algorithm is suitable for each of the 
two modules. Using cloudsim simulator [9], bin backing 
algorithms have been compared in each module. In the 
cloudlet allocator module, first-fit, best-fit, and round-robin 
have been compared. The evaluation results showed that 
round-robin provides the best results in terms of satisfying 
cloudlets' deadlines. In the VM allocator module, first-fit, 
best-fit, and worst-fit have been compared. The best-fit 
algorithm was found to be the best algorithm in this module in 
terms of reducing power consumption. Furthermore, keeping 
the physical hosts’ CPU million instructions per second 

(MIPS) at their optimal levels of utilization reduces power 
consumption significantly.  

  This paper is organized in the following manner: Related 

work is presented in section II. In section III, the proposed 

framework is described. The power model used to obtain the 

evaluation results is described in section IV. In section V, the 

simulated bin packing algorithms are briefly described. In 
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section VI, the simulation setup is presented. In section VII, 

the simulation results are shown and discussed. Finally, 

conclusions and future work are listed in section VIII. 

II. RELATED WORK 

In this section, a set of related works is discussed. Fig. 1 
shows VM placement schemes in cloud data centers. VM 
placement can either be done offline or online [10]. In offline 
VM placement, VMs are allocated to physical hosts before 
they start running. At the same time, in online VMs placement, 
VMs are allocated to physical hosts while they are up and 
running.  

 

Fig.  1 Virtual Machine Placement Schemes 

As shown in Fig. 1, offline VM placement on hosts can be 
subdivided into two steps[11], initial placement and 
reallocation.  In this paper, the focus is on initial offline VM 
placement.  

Initial VM placement means enrollment of new VM 
provisioning requests and placement of approved VMs on 
physical hosts [11]. In  [12], The first-fit bin-packing 
algorithm is used to distribute VMs among hosts. However, it 
was only used to address the problem of power consumption. 

In [13], the authors introduced a method of initial VM 
placement for setting redundant configurations to overcome 
host server failures.  

VM reallocation means optimizing the placing of VMs 
using VM migration from hosts to other hosts[14]. In [15],  
cloud tasks are first distributed using the first-fit bin packing 
algorithm, then VMs are reallocated from underutilized hosts 
so that these hosts can be switched off for power saving. In 
[16], the authors used VM placement and reallocation to 
address the scalability in existing networks and data centers 
by locating large traffic chunks and then reducing the load at 
high-level switches. A method was proposed to reallocate 
VMs for load balancing among physical hosts in the cloud 
data center [17].  

In [18], the authors proposed a VM selection policy that 
considers power consumption using the migration of VMs 
from underutilized hosts. In [19], the authors proposed a 
Power-Aware Next Fit Decreasing (PANFD) algorithm that 
selects a host to migrate VMs from other underutilized hosts 
so that such underutilized hosts can be turned off. All the work 
proposed in [14-19] used reallocation and migration of VMs 
among hosts. Reallocation and migration take time and are not 
suitable to satisfy tasks with hard real-time deadlines. Our 

proposed work is a combination of power and time restrictions 
which is quite different from the above-listed related work. 

Bin Packing algorithms are widely used in the literature to 
support VM placement in cloud data centers. In[20], the VM 
placement problem is solved using the particle swarm 
optimization method with variable-sized bin packing for 
power optimization in the cloud data center. Finally, in [21], a 
VM placement method was proposed to save consumed power 
by minimizing CPU usage. The authors used a best-fit bin 
packing algorithm with particle swarm optimization to reduce 
switched-on physical machines.  

In [20-21], the authors employed several VM placement 
algorithms to reduce power consumption. However, they did 
not target the objective of satisfying real-time deadlines of 
deployed tasks. On the contrary, as described previously, our 
proposed framework combines two modules to balance two 
conflicting objectives: reduction in hosts' power consumption 
and achieving cloudlet hard real-time deadlines. 

III. PROPOSED FRAMEWORK 

    In this section, the proposed framework is presented. The 

proposed framework is shown in Fig. 2. The figure shows that 

the user first connects to a cloud platform to request a cloud 

task. Each cloud task is named a “cloudlet.” Then, the broker 
invokes the cloudlet allocator module to allocate cloudlet(s) to 

an existing VM. When the cloudlet allocator accepts a certain 

cloudlet, it must be sure to complete all its instructions before 

its assigned real-time deadline. Thus, each cloudlet is 

characterized by two parameters: the length in a million 

instructions to be executed and the real-time deadline. 

 

 
Fig.  2 Proposed Framework 

    As mentioned previously, the focus in this paper is on 

cloudlets whose real-time deadlines are hard. As described 

previously, cloudlets with hard deadlines must meet their 

deadlines; otherwise, a catastrophic cost will occur. Eq. (1) 

shows how the cloudlet allocator computes the MIPS needed 

for a cloudlet to finish at its deadline.  

CloudletMIPS = 
𝐿𝑒𝑛𝑔𝑡ℎ

𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒
     (1) 

where CloudletMIPS is the execution speed required by each 

cloudlet to run on a VM, the length is the number of 

instructions requested by the cloudlet, and the deadline is the 

time before a particular cloudlet must finish.  

  The broker then invokes the VM allocator module, which 

allocates the VMs obtained from the cloudlet allocator to 
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physical hosts. Each VM requires a particular CPU share of 

the physical host to complete its cloudlets. This share is 

translated to MIPS, known as VMMIPS. The following 

equation defines VMMIPS  in terms of CloudletMIPS as 

defined in Eq. (2). 

𝑉𝑀𝑀𝐼𝑃𝑆= ∑ 𝐶𝑙𝑜𝑢𝑑𝑙𝑒𝑡𝑀𝐼𝑃𝑆𝑖
𝑛
𝑖=0  (2) 

where VMMIPS  equals the sum of n CloudletsMIPS that has 

been assigned to this VM. Each VM also owns a maximum 

MIPS value which represents the capacity of the VM  in 

MIPS. The VM allocator ensures that each VM on its assigned 

host can run at its maximum MIPS. 

    A VM allocator looks for a host where each VM can get the 

MIPS it needs and finish the cloudlets given before the 

deadline. The aggregate MIPS of all VMs distributed to a host 

must not exceed the total CPU MIPS of the host.  

    The data center energy is reduced as much as possible in the 
proposed framework while still satisfying the VMMIPS. The 
VMs are consolidated on the least possible active hosts in the 
data center. To accomplish this, a set of bin packing 
algorithms are exploited and will be explained in detail later 
in the paper. A power model is defined since a set of bin 
packing algorithms in both the cloudlet allocator and the VM 
allocator modules is compared in terms of their consumed 
power. This power model is used to measure the power 
consumed by each bin-packing algorithm. The adopted power 
model is described in the next section. Any other power model 
can still be used in place of the adopted one. 

IV. POWER MODEL 

We provide a complete description of a host's model of power 
consumption in this section. A host's total power is the 

summation of two different power values: static and dynamic 

power, as shown in Eq. (3). 

𝑃ℎ𝑜𝑠𝑡 = 𝑃𝑠𝑡𝑎𝑡𝑖𝑐 + 𝑃𝑑𝑦𝑛𝑎𝑚𝑖𝑐        (3) 

where the static power is the power used by a host when its 

CPU is idle. This power value remains constant as long as a 

host is turned on, whereas dynamic power consumption 

depends on CPU utilization, as described later. 

The static power is defined by Eq. (4) as follows: 

𝑃𝑠𝑡𝑎𝑡𝑖𝑐 = 𝛼𝑃𝑚𝑎𝑥            (4) 

where 𝑃𝑚𝑎𝑥  is the amount of power consumed when a host 

operates at its maximum CPU utilization, and α is the ratio of 

the static power of a host to its maximum power. It is a factor 

that ranges from 0 to 1 inclusive. During the duration that a 

host is turned on, this value remains constant. This factor 

depends on the host's specific physical characteristics. Many 

power models are suggested for calculating the host’s 

dynamic power as a function of the host's CPU utilization [11, 

12, and 22]. We utilized Eq. (5) in this paper to compute the 
dynamic power [12]. This power model is commonly used in 

the literature as well as in real-life systems[20-22].  

    In Eq. (5), as follows, the dynamic power that a host can 

utilize at a given time is a function in its CPU utilization.  

Therefore, in this paper, we utilized the CPU MIPS that 

provides the optimal power consumption. 

𝑃𝑑𝑦𝑛𝑎𝑚𝑖𝑐  (𝑢) = (𝑃𝑚𝑎𝑥  − 𝑃𝑠𝑡𝑎𝑡𝑖𝑐)*𝑢2          (5) 

  The total power consumed by a host is calculated as follows.  

𝑃ℎ𝑜𝑠𝑡 = 𝑃𝑚𝑎𝑥   [𝛼 + (1 − 𝛼)𝑢2]                  (6) 

A host's energy consumption required to fulfill its particular 

amount of instructions is calculated as follows 

𝐸 = [𝛼 + (1 − 𝛼)𝑢2]
𝑃𝑚𝑎𝑥𝑡𝑚𝑎𝑥

𝑢
    (7) 

where 𝑡𝑚𝑎𝑥  is the time for a host to run at its total processing 

capacity so as to finish a certain number of instructions. 

Eq.(7) indicates that the only variable that has an impact on 

total energy is the CPU utilization given a constant α value. 

By keeping α at a certain value, a specific CPU utilization 

will generate minimum energy if it is committed. For 
example, at α = 0.4,  the optimal CPU utilization is 80% of 

the total CPU MIPS. By using the optimal CPU utilization 

𝑢𝑜𝑝𝑡  [12] the overall consumed energy is decreased. Optimal 

CPU utilization is computed using the following equation: 

𝑢𝑜𝑝𝑡=√𝛼/(1 − 𝛼)                      (8) 

Table 1 lists the amount of  energy utilized when 𝑃𝑚𝑎𝑥 =1000, 
𝑡𝑚𝑎𝑥=1000, and 𝛼 =0.2 are substituted in Eq. (7). When CPU 
utilization equals 50% of the total CPU MIPS, the minimum 
energy consumption is provided in the table. In this paper, 
each host's CPU MIPS is always kept at its optimal level. As 
a result of this constraint, less power is consumed.  

Table 1: Energy consumption for each CPU utilization level at α =0.2 

UTILIZATION ENERGY CONSUMPTION (JOULE) 

0.2 1160000 
0.3 906666 

0.4 628000 

0.5 600000 

0.6 621333 

0.7 845714 
0.8 890000 

V. SIMULATED BIN PACKING ALGORITHMS 

        In this section, the simulated bin packing algorithms are 

described. The following is a definition of the bin packing 

problem. If n bins are given, i.e., VMs and hosts, with a fixed 

capacity, C, and a set of m items, i.e., cloudlets and VMs, 

each with a particular weight, w,  where 0< w < C, it is 

required to pack all m items into n bins without exceeding the 

capacity of any bin [23]. Examples of bin packing algorithms 

are First-fit, best-fit, next-fit, and worst fit [21]. The ideas 

behind the four algorithms will be summarized as follows. 

First-fit attempts to pack all m items in the first active bin 

before going to the next bin. Best-fit selects a bin to leave the 
minimum possible empty bin capacity when the item is 

packed. Worst-fit selects the bin with the most remaining bin 

capacity after the item has been packed. Next-fit places an 

item in the same bin used for the previous item if it fits in the 

bin. Otherwise, a new bin is used. Finally, in the next-fit 

algorithm, the most recently selected bin is the only bin that 

will be used to pack a new item. The preceding described 

algorithms are used to implement both the cloudlet allocator 

and the VM allocator modules. 

A. Cloudlet Allocator 

         The algorithms used to implement the cloudlet allocator 

module are first-fit, best-fit, and round-robin. The following 
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subsections elaborate on how to apply these bin packing 

algorithms to implement the cloudlet allocator module. 

1) First-fit 

   A cloudlet is allocated to the first VM that fits its needs. 

First, CloudletMips is checked; if the CloudletMips is less 

than or equal to the remaining VMMips of a particular VM, 

this VM is used for allocation.  

 

2) Best-fit  

  A cloudlet is allocated to the best VM that fits its needs such 

that this allocation leaves the least remaining VMMips after 

the cloudlet is allocated.  

 

3) Round-robin 

  A cloudlet is allocated to the first available VM as long as it 

satisfies the cloudlet’s needs. Afterward, the second cloudlet 

is allocated to the second available VM and so forth. 

 

B. VM Allocator 

  The algorithms used to implement the VM allocator module 

are first-fit, best-fit, worst-fit, and next-fit, as explained in the 

following subsections. 

1) First-fit VM allocator 

  Before moving on to the next active host, First-fit starts with 

the first host and tries to pack each VM into it., as shown in 
Fig. 3(a). 

 

2) Best-fit VM allocator 

  Best-fit chooses a host such that minimum space will be left 

after the VM is packed into the host, as shown in Fig. 3(b). 

 

3) Worst-fit VM allocator 

 Worst-fit chooses a host with the maximum space to be left 

after allocating the VM in that host, as shown in Fig. 3(c). 

 

4) Next-fit VM allocator 

   If a VM fits in the same host as the previous VM, this VM 

is allocated to this host.  Otherwise, a new host is used for the 

next allocation. A previously used host cannot be used for 
VM allocation. This is shown in Fig. 3(d). 

VI. SIMULATION SETUP 

In this section, the simulation setup implemented to evaluate 

our proposed framework is presented. The proposed 

framework has been evaluated using a Cloudsim simulation 

environment [9]. Table 2 shows the parameters used in the 

simulation setup. Migration of cloudlets between VMs is not 

allowed. Also, migration of VMs between hosts is not 

allowed. 

VII. EVALUATION RESULTS 

A. Cloudlet Allocator 

In this subsection, we first compare first-fit, best-fit, and 

round-robin bin packing algorithms in terms of the number of 

cloudlets that each algorithm can successfully allocate. 

Second, the host power consumption is compared when using 

each algorithm. All comparisons are made using selected α 

values and a different number of cloudlets 

 

Fig.  3 An illustration of how to employ the exploited algorithms to 
pack VMs into hosts (a) First-fit (b) Best-fit (c) Worst-fit (d)  

Next-fit 

1) Number of allocated cloudlets 

  In this section, the selected bin packing algorithms used to 

implement the cloudlet allocator module are compared in 

terms of the number of allocated cloudlets. 

   As shown in Fig. 4, each row represents the number of 

successfully allocated cloudlets by each algorithm. As shown 

in the figure, the first-fit algorithm fails to allocate all the 

needed cloudlets when the number of cloudlets that need to 
be allocated exceeds 200 at α = 0.3. The same case happens 

with the first-fit when the number of cloudlets that need to be 
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allocated exceeds 100 at both α = 0.5 and α = 0.7.  In contrast, 

the best-fit and round-robin algorithms can allocate all 

needed cloudlets. In summary, the best algorithm to be used 

is either best-fit or round-robin when maximizing the number 

of allocated cloudlets is of much interest. 

TABLE 2: SIMULATION SETUP PARAMETERS 

Cloudlet Allocator Module Parameters 

Number of VMs 10 

MIPS values 500, 1000, 2000 

α 0.3, 0.5, 0.7 

Number of cloudlets 50,100,200,300,400,500 

VM Allocator Module Parameters 

Pmax 1000 

α 0, 0.2, 0.4, 0.8 

Number of VMs 5,10,20,30,40 

Number of hosts 2,4,6,8,10 

Host Optimal Utilization Experiment 

Number of VMs 10 

VMMIPS 500,1000, 2000 

α 0.3,0.5, 0.7 

Number of cloudlets 50,100,200,300 

 

 

Fig.  4  Number of allocated cloudlets using α = 0.3, α = 0.5 and α = 0.7 

2) Power Consumption 

    This section compares the bin packing algorithms used to 

implement the cloudlet allocator module in terms of their 

power consumption. As shown in Fig. 5, in most cases, the 

best-fit algorithm gives the highest power consumption while 

the round-robin gives the minimal power consumption. The 

first-fit can only be used when the number of cloudlets that 

need to be allocated does not exceed 200 at α = 0.3 and does 

not exceed 100 at α = 0.5 and 0.7, as described previously. 

B. VM Allocator 

    This section first compares first-fit,best-fit,worst-fit, and 

next-fit bin packing algorithms in terms of the number of 

required hosts needed to allocate a specific number of VMs. 

Second, host power consumption is compared for each 

algorithm. Again different α values and different numbers of 

VMs are used in the comparisons.  

1) Number of required hosts 

         In this section, the bin packing algorithms used to 

implement the VM allocator module are compared in terms 

of the number of required hosts. Fig. 6 shows the number of 

hosts required for VM allocation by each of the bin packing 

algorithms used in the VM allocator module. The setup in this 

figure uses up to 10 available eight-core hosts. As shown in 

the figure, the best-fit algorithm used the smallest number of 

active hosts, while the first-fit used the highest number of 
active hosts. We would like to note that the first-fit algorithm 

was previously used in [12] and is here compared with our 

proposed work, as shown in Fig. 6.  

 
Fig.  5 Evaluation of power consumption for the cloudlet allocator 

algorithms 

 
Fig.  6 Number of required hosts used to host VMs when the total number 

of available hosts is 10, with each host having eight cores 

2) Power Consumption 

   Fig. 7 shows the evaluation results of the power 

consumption for the bin packing algorithms used in the VM 

allocator module. As shown in the figure, in all cases, the 

worst-fit algorithm consumes the highest power consumption 
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value. The next-fit algorithm consumes more power by 

increasing the number of VMs. The first-fit algorithm 

consumes roughly the same amount of power as the best-fit 

algorithm; however, it requires more hosts, as shown 

previously in Fig. 6. The first-fit algorithm consumes more 
power as the number of VMs is decreased.  The best-fit 

algorithm consumes the least amount of power; even when 

the number of VMs grows, it provides a minor increase in 

power consumption.  

    Fig. 8 shows the power consumed by all VM allocator 

algorithms when α=0. As shown in the figure, the static 

power will be zero according to Eq.  (4). Therefore, all 

algorithms should give the same power consumption when 

they operate at the same utilization level. 

 

Fig.  7 Evaluating the power consumption of VM allocator bin packing 

algorithms 

C. Proposed Framework General Steps 

    Fig. 9 depicts the proposed framework's general steps. 

Initially, Host MIPS is set to a certain 𝑢𝑜𝑝𝑡  generated by Eq. 

(8). Secondly, using the round-robin bin-packing algorithm, 

the cloudlets are allocated to VMs. Thirdly, the best-fit bin-

packing algorithm is used to allocate VMs to hosts. Finally, 

the actual CPU utilization of the host is reviewed; if it is less 

than, 𝑢𝑜𝑝𝑡  , the VM allocator distributes the remaining MIPS 

among the VMs in a manner that maximizes performance. 

These steps maintain optimal CPU utilization levels for all 

hosts at all times. 

 

Fig.  8 VM allocator power consumption at α=0 

 

Fig.  9 Proposed Framework General Steps 

   As mentioned previously, a similar framework was 

proposed in [12]. In this work, all the steps shown in Fig. 9 

were applied except for some differences. The first difference 
is that the VM allocator used the first-fit algorithm instead of 

the best-fit algorithm, which is used in our work. The second 

difference is, actually, the more important one where VMs 
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are allowed to utilize all host available host MIPS, and if VMs 

MIPS are found to be less than optimal host MIPs, the VM 

allocator distributes the remaining MIPS to other VMs. This 

represents a significant difference from our work where the 

host utilization MIPS is always set to the optimal host 
utilization and cannot by any means exceed this optimal host 

utilization value.  

    Fig.10 compares the power consumed when the work 

proposed in [12] is used versus the work proposed in this 

paper. The results confirm that operating hosts at their 

optimal CPU MIPS values consume less power in all α 

values.

 

Fig.  10 Comparing power consumption with previous work in [12] 

VIII. CONCLUSION AND FUTURE WORK 

     This paper proposes a framework to compromise between 

reducing power consumption and achieving real-time 

deadlines when allocating cloudlets to VMs and VMs to 

physical hosts. The proposed framework is composed of two 

modules, namely: cloudlet allocator and VM allocator. When 

comparing several bin packing algorithms, it was found that 

round-robin gives the best results in the cloudlet allocator 

module. At the same time, the best-fit gives the most 

reduction in power consumption in the VM allocator module. 

The least value for power consumption is generated by 

keeping the hosts’ CPU utilization at their optimal levels.  

     Future work will apply soft real-time cloudlets where 

violation of the real-time deadlines of a few tasks can be 

allowed. Also, other host components like memory and hard 

disk utilization can be incorporated in addition to CPU 

utilization. 
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