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Abstract—Data-driven 3D shape analysis, reconstruction, and 

generation is an active research topic that finds many useful 

applications in the fields of computer games, computer graphics, 

and augmented/virtual reality. Many of the previous mesh-based 

generative approaches work on natural shapes such as human faces 

and bodies and little work targets man-made objects. This work 

proposes a generative probabilistic framework for 3D man-made 

mesh shapes. Specifically, it proposes a Variational Autoencoder 

that works directly on mesh vertices and encodes meshes into a 

probabilistic, smooth, and traversable latent space that can be 

sampled after training and decoded to generate novel and plausible 

shapes. Extensive experiments show the representational power of 

the proposed framework and the underlying latent space. 

Operations such as random sample generation, linear 

interpolation, and shape arithmetic can be performed using the 

proposed method and produce plausible results. An additional 

advantage of the proposed framework is that it learns to produce a 

disentangled shape representation which gives finer control over 

the generated mesh and allows generating shapes with specific 

qualities without losing the reconstruction power of the 

autoencoder. 

Index Terms—geometric deep learning, representation learning, 

3D mesh generation, variational autoencoding, shape interpolation, 

disentangled shape representation 

I.  INTRODUCTION 

The field of data-driven 3D shape analysis and generation has 

gained a considerable momentum in the recent years. This can be 

attributed to many contributing factors such as the recent 

advances made in 3D and geometrical deep learning [1], the 

proposal of neural architectures that can process 3D shapes [2], 

the recent availability of large 3D shapes datasets [3]–[6], and the 

advances made in compute capabilities. However, there are many 

challenges that remain unsolved, thus require further 

investigations. Among these challenging tasks is the task of using 

the 3D mesh representation in Single-View Reconstruction 

(SVR) and 3D shape analysis and generation. 

There are different shape representations that can be used in 

the tasks of data-driven 3D shape analysis and generation. The 
most commonly used shape representations are regular voxel 

grids, point clouds, meshes, and implicit surface functions [2]. 

Each of these shape representations has its own merits and 

demerits. Voxel grids are well structured and easy to process 

using neural networks, but are computationally and memory 

expensive. Point clouds are more memory efficient, but lack 

connectivity or surface information. Meshes have connectivity 

and surface information, but are difficult to handle in neural 

networks. Implicit functions can produce shapes of any arbitrary 

topology, but require post-processing. 

This work focuses on the generation of man-made 3D shapes 

using the mesh representation. Despite the difficulty of using 3D 

meshes in data-driven tasks, they are considered one of the most 
versatile and efficient shape representations. Using data-driven 

methods to automatically generate 3D meshes helps in 

populating 3D assets easily. These assets can be used in computer 

games, 3D animation films, virtual reality, and augmented reality 

[7]. Meshes can also be used in the field of machine vision and 

robotics to allow for 3D reasoning in navigation, planning, and 

grasping tasks. 

The difficulty of using meshes in data-driven 3D shape 

analysis and generation arises from their unstructured and 

arbitrary nature. A 3D mesh is composed of a number of vertices 

and edges connecting them. Connected edges form polygonal 
faces that represent the surface of the 3D object. Faces can be 

made up of 3 connected edges (triangular faces), 4 connected 

edges (quadrilateral faces), or 5 or more connected edges (n-

gons). Additionally, a 3D mesh can go beyond genus0 and have 

one or more holes in them. This arbitrariness in mesh 

parameterization makes it a difficult representation to be 

processed using neural networks which are better suited to work 

in the Euclidean domain where the data is well structured. 

To overcome this difficulty, researchers proposed different 

methods for working with 3D meshes such as: working with 

intermediate representations like geometry images [8] and 

displacement maps [9], deforming a template mesh [10], [11] in 
SVR tasks, or through working with axis-aligned meshes with 

the same topology [12]–[14] in generative and analysis tasks. 

Many of these methods have been facilitated by the introduction 

of graph-based convolutional networks [15]. 
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This paper proposes a generative framework for the 

probabilistic generation of man-made 3D shapes based on the 3D 

mesh representation. It specifically introduces a Variational 

Autoencoder (VAE) [16] that works on mesh vertices directly, 

captures shape features at different levels of details, and encodes 

shapes into a compressed, disentangled, smooth, and traversable 

probabilistic latent space. This allows shape decoding through 

picking samples from the latent space and generating shapes 

which can be novel, smooth, and plausible. 

II. RELATED WORK 

The earliest methods in data-driven shape generation were 

proposed in the context of SVR. These methods aimed at 

reconstructing and generating shapes given a single image as an 

input and used the voxel representation to describe the generated 

shapes. The 3D-GAN [17] model extended the 2D GAN [18] to 

work with 3D data, while the TL-Embedding network [19] used 

an autoencoder to reconstruct and generate 3D shapes in voxel 

format. In contrast to our proposed method, the outputs of these 

methods are coarse and lack fine details. Mandikal et al. [20] 

proposed a VAE to reconstruct and generate point clouds which 

lack connectivity as opposed to our mesh-based method which 
inherently leverages edge connectivity. When it comes to using 

the mesh representation, Henderson and Ferrari [21] proposed a 

2D supervised method that uses a VAE to generate meshes by 

using a fixed nonlearned mesh parameterization function. On the 

other hand, Pavllo et al. [9] proposed using a GAN to generate 

texture and displacement maps as an intermediate representation 

to generate textured 3D meshes through a 2D supervised training 

paradigm. Fahim et al. [22] proposed an autoencoder that takes 

axis-aligned 3D meshes with the same topology to generate novel 

shapes using a 3D supervised training paradigm. The 

autoencoder of this method is deterministic which restricts its 
generative power to produce varied shapes. In contrast and to 

increase the generative capability of the proposed method, a 

probabilistic approach is employed instead. 

In the context of shape analysis and generation, the input to 

the network is a 3D shape and the output can either be a 

reconstruction of the shape, shape semantic segmentation, shape 

classification, or shape correspondence. Gao et al. [23] 

introduced a fully connected VAE that works on mesh features 

for tasks like mesh generation, interpolation, and deformation. In 

[13] and [14] the researchers introduced pooling and unpooling 

operations within a graph-based convolutional VAE. Their 

proposed convolutions operate in the spectral domain, and their 
pooling/unpooling operations rely on mesh simplification using 

edge contraction. The upsampling in [13] relies on using the 

barycentric coordinates in triangles of the coarse mesh to recover 

the lost vertices by interpolation, while in [14] aggregates local 

information by keeping record of the simplification process 

which allows reversing the process to perform unpooling. Lim et 

al. [24] proposed an alternative convolution operator on meshes 

by serializing vertex neighborhoods using a spiral sequence. 

They proposed two architectures, one based on Long Short-Term 

Memory (LSTM) cells to handle variable-sized sequences, and 

the other based on fully connected layers to handle fixed-sized 

sequences. MeshCNN proposed by Hanocka et al. [25] proposed 

dynamic task-specific pooling and unpooling operations. In 

general, these methods are aimed at natural shapes, while the 

proposed work is adapted to handle man-made objects. 

Architectures that focus mainly on man-made mesh analysis 

and generation include SDM-NET [26] and PolyGen [7]. SDM-

NET [26] is a generative model that generates meshes composed 

of deformable parts using a two-level VAE to generate part-

based shape structure and geometry. This method requires part-

level annotations and applies a set of structural constraints to 
generate plausible and correctly structured shapes. PolyGen [7], 

on the other hand, is an autoregressive generative model that is 

able to generate variable-sized meshes by generating mesh 

vertices then generating faces conditioned on these vertices using 

a Transformer-based architecture. 

III. PROPOSED METHOD 

The proposed framework is a convolutional VAE that 

consists of an encoder and a decoder. The encoder takes a 3D 

mesh ℳ = (𝒱, ℰ, ℱ) —where 𝒱, ℰ, ℱ  are the mesh’s vertices, 

edges, and faces respectively —as an input, and learns to encode 
it into a set of probability distributions, thus learning a smooth 

probabilistic latent space. The decoder, on the other hand, is fed 

a latent vector sampled from the latent space and decodes it back 

into a 3D mesh. The overall architecture of the proposed 

framework is illustrated in Fig. 1. The encoder and the decoder 

of the proposed VAE are built on two main operations: an 

intrinsic graph convolutional operator, and a mesh simplification 

operation that allows for the application of pooling and 

unpooling operations by performing mesh decimation through 

edge contraction and creating a downtransform matrix and an up-

transform matrix which are used in the actual pooling and 

unpooling operations respectively. 

A. Graph Convolution 

The proposed method adopts the spiral graph convolution 

operator proposed in [24] and further simplified in [12]. The 

main aim of this spiral convolution operator is to inherit the 

simplicity of the standard convolution operation used in the 

structured Euclidean domain (such as in CNNs) and adapt it to 

the geometrical and unstructured non-Euclidean domain. This is 

achieved by the introduction of a serialization process in which 

the neighborhood of each vertex is serialized in a spiral sequence 

with a fixed length. This fixed size spiral sequence mimics the 

kernel used in standard convolutions. The benefit of this 
adaptation is that it eliminates the requirement for the tedious 

neighborhood aggregation process that is usually required in 

graph convolutions. The spiral graph convolution is thus defined 

as: 

 

 𝐱𝑖
(𝑘)

= 𝛾(𝑘) (∥𝑗∈𝑆(𝑖,𝑙) 𝐱𝑗
(𝑘−1)

) , (1) 
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where 𝐱𝑖
(𝑘)

 denotes node’s 𝑖  features in layer 𝑘 , 𝑆(𝑖, 𝑙) is the 

spiral sequence around node 𝑖  with length l, ||  denotes the 

concatenation of the features of the nodes in the spiral sequence, 

and 𝛾(𝑘)  is a linear transformation. 

B. Pooling and Unpooling 

In order to build a mesh hierarchy with different levels of 

details, the proposed framework adopts the mesh decimation 

operation based on edge contraction proposed in [13]. This 

allows the network to learn shape features at different scales 

which can help learning both global and local features. The 
original mesh is simplified through iteratively collapsing vertex 

pairs that minimize the quadric error [27] thus simplifying the 

mesh while maintaining its overall shape. During the process of 

mesh decimation, both the retained and the discarded vertices are 

kept track of in a down-transform matrix and are also used to 

build the up-transform matrix that does the opposite up-sampling 

operation. The pooling operation is thus performed by 

multiplying the mesh with the downtransform matrix and the 

unpooling operation is performed by multiplying the down-

sampled mesh with the corresponding up-transform matrix. 

C. Network Structure 

The encoder of the proposed VAE is composed of four 

convolutional blocks each block is made up of a spiral 

convolution layer followed by a pooling layer and an Exponential 

Linear Unit (ELU) activation. The last layer of the encoder is a 

linear layer that outputs mean and standard deviation values. The 

decoder’s structure mirrors the encoder’s layers. However, the 

up-transform matrices are used instead of the down-transform 

matrices to perform unpooling instead of pooling. An additional 

spiral convolution layer is added to the end of the decoder with 

an output dimension of 3 to output the coordinates of the vertices 

of the reconstructed 3D mesh. 

The loss function used during training the proposed model is 
made up of two terms. The first term is the reconstruction loss 

that penalizes the inaccurate predictions of the model when 

compared to the input mesh. Mean Squared Error (MSE) is used 

as the reconstruction loss. The second term is the generative term 

which uses the Kullback–Leibler (KL) divergence to encourage 

the learned posterior distribution to be similar to the true prior 

distribution. The total loss function is thus defined as: 

𝐿 = 𝛼
1

𝑀
∑  

𝑀

𝑖=1

∥∥𝑋𝑖 − �̂�𝑖∥∥2
+ 𝛽𝐷𝐾𝐿(𝑞( 𝑧 ∣ 𝑋 ) ∥ 𝑝(𝑧)), (2) 

where 𝑋𝑖  and �̂�𝑖  are the predicted and input meshes of the 𝑖𝑡ℎ  3D 

shape, 𝑀 is the total number of 3D shapes, 𝑧 is the latent code, 

𝑞( 𝑧 ∣ 𝑋 )  is the posterior probability, 𝑝(𝑧)  is the prior 

probability, 𝐷𝐾𝐿  is the KL-divergence, and 𝛼  and 𝛽  are 

hyperparameter values balancing the two terms of the loss 

function. 

IV. EXPERIMENTS AND RESULTS 

A. Setup and Implementation Details 

1) Dataset: The proposed framework requires aligned 3D 

meshes with the same topology. Such requirement is fulfilled in 

natural shapes datasets such as FAUST [5] and 4DFAB [6]. 

However, and to the authors’ best knowledge, none of the 

existing datasets of man-made 3D objects conforms to this 

requirement. The unavailability of such data is overcome by 

starting with four categories from the ShapeNet dataset [3], 

namely the chair, plane, table, and sofa categories, and using the 

mesh reconstruction module in [22] to reconstruct the shapes in 

these categories. This SVR module [22] takes as input the 

renderings of the shapes in the dataset, encodes them, and learns 

to decode them back into 3D shapes by deforming a template 

spherical mesh into their respective shapes. The reconstructed 

meshes are aligned and with the same topology since they all 

result from deforming the initial template sphere. The 

training/testing split of the reconstructed dataset was set to 75/25. 

 

 

Fig. 1. The overall architecture of the proposed framework. A 3D mesh is fed into an encoder that performs spiral convolutions [12] and pooling operations [13] 

to generate a probabilistic representation of the shape. Sampling is performed to get a latent code that is fed into the decoder to reconstruct the input shape and 

produce novel plausible variants of it. 
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QUANTITATIVE COMPARISON OF THE RECONSTRUCTION RESULTS 

ON UNSEEN DATA BETWEEN THE PROPOSED VAE AND THE MESH 

AUTOENCODER PROPOSED IN [22] MEASURED USING THE ROOT 

MEAN SQUARE (RMS) ERROR METRIC REPORTED IN CENTIMETERS. 

 Mesh autoencoder [22] Proposed mesh VAE 

 RMS error Median error RMS error Median error 

chair 0.0567 0.0427 0.0361 0.0293 

plane 0.0183 0.0119 0.0225 0.0163 

table 0.0761 0.0533 0.0514 0.0403 

sofa 0.0155 0.0117 0.0172 0.0140 

 

 

2) Preprocessing: Each of the meshes in the reconstructed 

ShapeNet dataset goes through two preprocessing steps. The first 

one is to generate the decimated versions of the mesh and create 

the related down-transform and corresponding uptransform 

matrices that are required for the pooling/unpooling operations. 

The second step is to extract the spiral sequences for all the 

vertices in all the versions (the original and decimated ones) of 

the meshes in the dataset. 

3) Implementation Details: The proposed model is 

implemented using PyTorch and trained using Adam optimizer 

[28] for 500 epochs with an initial learning rate of 5e−4, learning 

rate decay of 0.99, and a batch size of 10. The latent space 

dimension is set to 256, the decimation factor is 2, and the spiral 

sequence length is 9. 

B. Reconstruction Evaluation 

The first aspect of evaluation is to test the reconstruction 

accuracy of the proposed method. Table I shows a quantitative 

comparison of the reconstruction results on unseen data between 

the proposed method and the mesh autoencoder, proposed in 

[22], measured using the Root Mean Square (RMS) error metric 

reported in centimeters. This method was chosen for comparison 

since it also tackles the same problem of autoencoding man-made 

objects and uses the same convolution and pooling operations 

which makes comparison fair between the two methods. The 

proposed VAE outperforms the mesh autoencoder [22] in two out 

of four categories, while produces comparable results in the other 
two categories. It is worth mentioning that the mesh autoencoder 

[22] is deterministic and its sole objective is the accurate 

reconstruction of input mesh. However, because of the 

probabilistic nature of the proposed framework there is a tension 

and subsequently a trade-off between the reconstruction accuracy 

and the measure of similarity between the prior and posterior 

distributions – which is enforced by the KL-divergence term in 

(2). Qualitative reconstruction comparison with [22] is shown in 

Fig. 2. It visually shows that the proposed method outperforms 

[22] in the chair and table categories and produces 

indistinguishable reconstruction results in the plane and sofa 

categories. 

C. Generation of Novel Shapes 

Another aspect of evaluation is to evaluate the underlying 

latent space. The first common way to test the representational 

power of the latent space is to randomly pick samples, decode 

 

Fig. 2. Qualitative comparison of the reconstruction results on unseen data 

between the proposed VAE and the mesh autoencoder proposed in [22]. a) 

ground truth meshes, b) mesh autoencoder results [22], c) The proposed mesh 

VAE results. Reconstruction errors are color coded and red color saturates at 

reconstruction error of 0.01 cm. 

 

Fig. 3. Randomly generated new shapes using the proposed framework. 

Generation of these novel shapes is achieved by randomly sampling the latent 

space and feeding the sampled code to the proposed VAE’s decoder. 

and visually inspect the generated meshes for plausibility and 

variability. The sampling is done from the standard normal 

distribution 𝑧 ~ 𝑁(0, 𝐼), and the sampled codes are fed to the 

trained decoder to generate novel shapes. Fig. 3 shows the results 

of generating novel shapes, which shows the representational 

ability of the latent space to produce meshes that are both 

plausible and varied in shape. 

D. Mesh Interpolation 

The proposed method is also capable of interpolating 

between two meshes, which also confirms the generative 

capability of the proposed method. Instead of using meshes from 

the test set to investigate the interpolation results, first, two latent 

codes are sampled, and then a linear interpolation is performed 

between the two sampled codes, and finally all the codes are fed 

into the decoder to generate meshes corresponding to the input 
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codes. Fig. 4 shows the results of the linear interpolation 

operation which proves that the latent space is smooth and 

traversable. 

E.  Arithmetic Operations on Latent Codes 

It has been observed that probabilistic generative models 

learn to imbue some sort of semantic structure into their learned 

latent space [17], [19]. This has been evidenced by the 

application of basic arithmetic operations on codes sampled from 

the latent space which usually produce structurally interpretable 

results. While the results are not as easily interpretable as the 

results of similar operations performed on word embedding 

models such as word2vec [29], however, they show whether the 

learned latent space has any embedded semantic knowledge or 
not. Fig. 5 shows the results of applying arithmetic operations on 

latent codes sampled from the latent space of the proposed 

method. These results show that the latent space incorporated 

some sort of semantic structure to produce smooth and 

interpretable results. 

F. Exploring the Disentanglement Property 

Generating disentangled codes is a desirable property in the 

domain of representation learning in which specific properties in 

the input data are assigned to specific dimensions in the latent 

code during encoding. In the context of the proposed framework 

this would be achieved if the 3D shape properties such as height, 

length, and other spatial properties are separated/factorized in the 
compressed latent code. Practically this is encouraged during 

training through the additional factor β (only when β is above 1) 

in (2) as argued for in [30]. To explore the disentanglement of the 

learned latent space in the proposed method, a latent code is 

sampled, had all its dimensions fixed except for one dimension 

which is changed repeatedly, then finally the modified versions 

of the code are decoded to generate their corresponding meshes. 

Qualitative results of this process are shown in Fig. 6 which 

shows that the proposed method successfully produces 
disentangled codes that have some specific shape properties 

factorized. 

V. CONCLUSION 

This work proposes an improved method for the 3D 

generation of man-made 3D mesh shapes. This is achieved 

through using a Variational Autoencoder that encodes input 

meshes into a probabilistic latent space instead of a deterministic 

code. The decoder, on the other hand, can be fed a sampled code 

from the latent space and is capable of reconstructing novel and 

plausible variants of the input meshes. To evaluate the 

representational power of the proposed framework, several 
experiments were carried out including exploring the latent space 

to generate random samples, performing interpolation between 

two sampled points from the latent space, performing arithmetic 

operations on sampled meshes, and finally evaluating the 

disentanglement properties of the latent space. The experimental 

results show that the proposed framework is able to produce a 

smooth and traversable latent space that allows for all of these 

tasks. The main shortcoming of the proposed method is that it 

requires input meshes to be of the same topology and the same 

number of vertices. Overcoming this drawback is a possible 

venue for future work. Another possible venue for future work is 

working with meshes beyond genus-0 to cater for more 

variability in represented shapes. 
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Fig. 6. Exploring the disentanglement of the latent representation. Each row consists of a sampled code that has all its dimensions fixed except for one dimension 

only. Changing this dimension changes a specific aspect in the decoded mesh. The chair appears to change the height of its legs, the plane gets shorter in length, 

the table’s legs get more spread apart, the sofa increases its height. 




