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Abstract 

Concept drift refers to sudden changes in the fundamental structure of the streaming data distribution over time. The 
core objective of concept drift research is to develop techniques and strategies for detect, understand, and adapt data 
streaming drifts. Data research has shown that if concept drift is not handled properly, machine learning in such an 
environment would provide subpar learning outcomes. In this paper, a historical Isolated Forest (HIF) is presented that 
depends on a decision tree, which split the data streaming into chunks and each chuck considers a region in the tree. 
HIF is employed to detect concept drifts and adapt this region with current changes. Which HIF stores previously 
generated models and employs the most similar model of each concept drift distribution as the current model until 
generate the best performance model. HIF doesn’t stop the main system model when retraining a new model, which HIF 
is divided into three primary parallel blocks: detection block, similarity block (online block), and retraining block (offline 
block). For several authentic data sets (three data sets), our suggested algorithm was verified and contrasted. the 
accuracy and execution speed were specifically assessed, and memory usage. The experimental results demonstrate that 
our modifications use fewer resources and have comparable or greater detection accuracy than the original IForestASD. 
 
Keywords: Automatic Machine Learning; Isolation-based; Data Streaming; Drift Detection; Model Ensemble;  

1. Introduction 
 
Governments and businesses are producing enormous volumes of streaming data, and they urgently require 
effective data analysis and machine learning analytics approaches to assist their ability to anticipate the future 
and make choices. The rapid emergence of new goods, markets, and consumer habits, however, unavoidably 
leads to the problem of notion drift. Concept drift describes how the target variable's statistical parameters, 
which the model is attempting to forecast, vary over time in unexpected ways [1]. Concept drift can result in 
inaccurate forecasts and poor decision-making since the induced pattern of previous data might not apply to the 
new data. Concept drift is an issue that affects many data-driven information systems, including data-driven 
decision support systems, early warning systems and, making them less effective overall. How to give more 
accurate data-driven forecasts and decision tools has become a critical challenge in a big data world that is 
always evolving. This development gives rise to a brand-new subject: adaptive data-driven prediction/decision 
systems. Given that the big data age is characterized by the inherent unpredictability of data kinds and 
distribution, concept drift is a particularly conspicuous and significant problem [2]. Prediction and 
training/learning are the two primary parts of conventional machine learning. Three additional steps are 
introduced by learning under the concept drift: concept drift detection, whether drift happens, drift 
understanding [2] and drift adaptation. Drift detection denotes the approaches and procedures used to define 
and predict concept drift by detecting changed points or change time periods [3]. Understanding drift involves 
finding out "When" (the time that concept drift starts and how long it lasts), "How" (the degree or severity of 
the concept drift), and "Where" information (the drift regions of concept drift). Which used this step as input to 
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the drift adaptation step. Adaptation or reaction step, sometimes known as updating current learning models in 
accordance with the drift. There are three main approaches to the adaptation step that try to address various 
types of drift: Simple Retraining, Ensemble Retraining, and Model Adjusting. 
For detecting steps, several tools and algorithms are employed. Which detect drifting zones by comparing old 
and fresh chunks with several statistical models based on data distribution [4]. Furthermore, some technique 
employs a constant chunk length and others use a variable length [3] [5]. Drift Understanding step is a crucial 
step in understanding the shift and making the right decisions in the adaptation step. Which adaptation step 
requires this knowledge to investigate the start time, finish time, and zone period of each drift. The 
understanding phase allows you to calculate the number of modifications needed in the trained model to adapt 
to new changes. If the severity region is large, a new model will be generated, and discard the old one. If the 
severity region is small, few changes are required the adapting the old model [2]. The adaptation step is used to 
adapt the current model with the newly arrived chuck which has three ways to adapt the mode. Retraining a 
new model is the most straightforward solution to concept drift, which using the most recent data to replace the 
old model. When retraining the model must be determined using an explicit concept drift detector. This 
approach frequently uses a window strategy to keep the most current data to retrain and/or historical data for 
distribution change testing [4]. The second way is Model Ensemble, which comes to keeping and reusing 
existing models and may save a lot of time and work when repeating concept drift [6]. The Third way for 
adapting step is Model Adjusting, which Rather than retraining a whole model, constructs a model that adapts 
from changed data in an adaptable manner. Once the original data distribution has changed, such models can 
partially update themselves [7]. This strategy is likely to be more effective than retraining the model when the 
drift only happens in limited regions. Because trees may study and adjust to each sub-region individually, 
several solutions in this area use decision tree approaches.  
In recent years, stream data mining research communities have given a lot of attention to ensemble approaches. 
A group of basic classifiers with varying kinds or parameters make up ensemble approaches. To forecast the 
newly arriving data, the result of each base classifier is blended using specific voting rules. By expanding 
traditional ensemble techniques or by developing unique adaptive voting rules, a variety of adaptive ensemble 
methods have been created with the goal of handling concept drift [2]. Therefore, there are a lot of benefits to 
the Ensemble technique there are some limitations: (1) Retaining a new model for each drift detection. (2) 
Stopping the system each concept drift until a new model is generated and merged with the existing models. (3) 
Repeating the same model or similar models in different regions 

 
This paper's primary contributions are as follows: 

• Use the Ensemble technique to detect and adapt drift regions. 
• Save old models’ properties in a fixed-length pool. 
• Work with any model not restricted to specific models. 
• Work with non-stationary environments. 
• Don’t stop the system each concept drift until a new model is generated and merged with the existing 

models. 
• Use the most similar model until generating another one for each drift. 

 
The remainder of this work is structured as follows. Section II offers notations and official definitions of the 
learning problem under consideration in this study, as well as a review of previous works. Section III discusses 
the HIF method. Section IV presents the results of our empirical investigations on the HIF and IForestASD 
approaches. Section V concludes this paper with the conclusion, drawbacks, and future works. 
 

2. Related Work 
 

In incremental learning, a set of data is collected each period t from a stationary or non-stationary  
environment. Which, in incremental learning, there are multiple methodologies for handling concept drift, 
including concept drift management approaches, ensemble methods, and IForestASD. 
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a) Concept Drift Handling Techniques 
 

The sliding window techniques [8] [9] [10], which are commonly used in online learning, the most current data 
should be saved  and updated the existing model with both the saved data and the fresh training chunk.  Other 
techniques [11] [1] explicitly include in the learning process a concept drift detecting module. If no drift occurs, 
the present model is modified with freshly arriving data (latest chunk). Otherwise, the existing model, which 
might  be a single learner [11] or an ensemble [12], is destroyed and a new model is generated from the scratch. 
Evidently AI [13] and Cinnamon [14] are the key tools utilized to detect drift zones. And there are several 
methods used in the detection step for instance: The drift Detection Method (DDM) [11], Early Drift Detection 
Method (EDDM) [1] [15], Adaptive Window (ADWIN) [5], Kolmogorov-Smirnov windowing method 
(KSWIN) [15], Hoeffding’s bounds with moving average-test (HDDMA) [16], Hoeffding’s bounds with 
moving average test (HDDMW) [17], Page-Hinkley method for concept drift detection [18]. 
 

b) Ensemble Methods 
 

The preservation of previously learned information or models is not required by the previous technique [19]. 
However, there are other scenarios in which retaining historical models might be advantageous. For instance, a 
past model might be used as the current model if a previously concept reappears. In a broader  sense, if two 
concepts are associated but do not occur in chronological order, adapting a historical model may be easier than 
continuing to train the present model or developing a new one. As a result, ensemble approaches that maintain 
historical models have increased in prominence in recent years [20] [5] [10]. The focus of this study is  on 
continuous learning algorithms that maintain past models and use them to construct ensembles. The Streaming  
Ensemble Algorithm (SEA), the temporal inductive transfer (TIX) approach [18] [21], the dynamic integration 
of  classifiers (DIC) approach [22], the Learn++ algorithm [4] in non-stationary environments (Learn++.NSE 
[10]), and Accuracy Updated Ensemble (AUE2) [23] are examples of such approaches. Although the notion of 
ensembles  is employed in the Diversity for Dealing with Drifts (DDD) technique [12], DDD does not retain 
historical models and the ensembles employed in that situation might  be viewed as a single model for time step 
t. Because of concept drift, it is obvious that historical models can have both beneficial and harmful effects on 
learning the current concept. As a result, a fundamental difficulty for all of  the above ensemble methods is 
determining how to gain from historical models while avoiding undesirable effects. 

Assume that a pool of historical models that have been trained over several previous time steps is available 
and that a fresh set of data has arrived at time step t. SEA, DIC, AUE2, and Learn++.NSE exploit the historical 
model in a similar way. To draw conclusions about testing instances of the present idea, The output of the fresh 
model is mixed with the results of the older models, which was produced with Dt. The only difference between 
both strategies is how the  outcomes are combined. Simple majority voting is used in SEA. Through dynamic 
selection (DS), DV with Selection, or dynamic voting  (DV), DIC integrates the past models with the fresh 
model. The k nearest  neighbors in Dt of each testing case are initially identified. The regional performance of 
each model is then  calculated using the closest training samples. DS selects the model with the greatest local 
classification  performance for each testing example. DV does not pick one specific model but instead uses a 
weighted voting mechanism to integrate the output of all separate models. DVS is equivalent to DV, except it 
only applies DV to half of  the single models with the top regional performance. AUE2 similarly leverages 
weighted voting as a combination  strategy, with the weights allocated to each model determined by the models’ 
mean squared errors. The weight is  allocated to an individual model in Learn++. NSE is determined by more 
than just how well it performs on the most recent training data (as DIC and AUE2), but furthermore by its 
performance on past data. TIX offers a unique way of leveraging previous  models. A fresh set of training data 
is provided Dt, the outputs of previous models on Dt are utilized as additional  attributes of Dt, and a new model 
is created utilizing the enhanced Dt. TIX may be viewed as a specific weighted voting method if linear models 
are built throughout the learning phase. Preserving  past models incurs expense in terms of both processing and 
storage, such as re-evaluating historical model performance on fresh training data. As a result, rather than rising 
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indefinitely, there should be certain restrictions on the number of retained models. To be more specific, given 
a set maximum number of saved models, a selection system  is required to determine which past models should 
be retained. This problem is not handled directly in DIC, TIX, or Learn++.NSE.  
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Although the DIC DS/DVS scheme and the Learn++.NSE time-adjust mistakes scheme  might be altered to pick 
past models to maintain, the usefulness of such adaptations has not been evaluated. In  contrast, SEA and AUE2 
actively restrict preserved models’ quantity below a predetermined level. To be more specific, SEA and AUE2 
both keep all previous models if their size is smaller than a certain threshold. Alternatively, when a fresh model 
is trained, a rule is employed to determine whether it should replace an existing preserved model by assessing 
the quality of both the new model and the preserved model. Both methods evaluate each model's quality in 

Figure 1. Historical Isolated Forest Algorithm 
components (HIF) 

Figure 2. Saved time between HIF and IForestASD with fix length window w 
(500, 1000, 2000, 3000, 5000) and) and changed the amount of trees T for all 
datasets (STMP, Forest Cover, Shuttle) 

Figure 3. Saved Size between HIF and IForestASD. with fix length window 
w (500, 1000, 2000, 3000, 5000) and) and changed the amount of trees T 
for all datasets (STMP, Forest Cover, Shuttle) 
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terms of accuracy. The difference is that whereas AUE2 rates each model under consideration individually on 
current training data, SEA evaluates ensembles (gained by substituting a maintained model with the fresh 
model) on their overall accuracy. Even though variation has been shown to be crucial in ensembles, none of the 
ensemble techniques for incremental learning now in use explicitly address ensemble diversity. [24] [25]. 
 

c) IForestASD algorithm 
 
Recently, Isolation Forest Algorithm (IForestASD) [26], was implemented in scikit-multiflow [27], an open-
source machine learning library for streaming data, and modified in [26] to effectively manage concept drifts 
by expanding it with multiple drift detection approaches algorithm [26]. As a result, the authors expanded the 
ADWIN [5] and KSWIN [15] drift detectors SADWIN/PADWIN and NDKSWIN to reduce the training time 
and model size of the ensemble. However, several important shortcomings of their proposals, such as 
changing partially or completely forest each concept and not saving it for use in the subsequent concept. 
 

3.  Proposed Approach 
 

As described in Section II, existing ensemble approaches for incremental learning, generate a new model for 
each concept drift and discard the old without performing any operation to fetch the model’s knowledge. This 
is scenario unsuitable, because the historical drifts might occur with new coming data, and it’s mattered to use 
it instead of generating another one. Also, each technique stops the system until generates another adaptive one. 
Through the use of the Ensemble approach and other adjustments to the IForestASD technique, our proposal 
(Historical Isolated Forest) attempted to address the aforementioned problems. 

 
3.1. HIF Algorithm 

 
In this part, HIF (Historical Isolated Forest) algorithm is described, which uses the IForestASD technique to 

discover and adapt concept drift zones. Data streaming is divided into regions (chunks). Each chunk has a 
model, standard deviation, and mean. HIF utilizes region properties to discover related areas based on the 
region's mean and standard deviation. HIF improves the IForestASD process by identifying the most similar 
model to the current data distribution. As illustrated in equation 1, Euclidean Distance is employed to calculate 
the distance between the current distribution and all previous chunks distributions. To speed up the HIF 
procedure, all components carry out concurrently, each component executes separately on its own thread. As 
shown in Fig.1, HIF is divided into three main components: 

 
a) The first component (red dashed rectangle) is used for normal work, a machine learning algorithm that 

uses the current model for prediction and is employed to detect any concept drift in the data 
distribution. 

b)  The second component (green dashed rectangle) is used to identify the model that best fits the current 
chunk distribution and has model accuracy that is at least as accurate as the accuracy threshold. And 
employed this model as the current model until the third component generate a new model, used in the 
first component. 

c) Simultaneously to the second component, the third component (black dashed rectangle) is preformed, 
which is utilized to generate a new model for the present chunk distribution. Then merge the most 
similar adjacent model’s distribution if the pool doesn’t have free space. And replace the current model 
used in the first component with the new model.  
 
 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠 = 𝑠𝑠𝑠𝑠𝑚𝑚 𝑚𝑚𝑠𝑠𝑠𝑠𝑑𝑑( 𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚𝑠𝑠𝑚𝑚 𝐷𝐷𝑠𝑠𝑠𝑠𝑑𝑑𝑠𝑠𝑚𝑚𝐸𝐸𝑚𝑚(𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚𝑑𝑑 𝑚𝑚𝑠𝑠𝑠𝑠𝑑𝑑𝑠𝑠𝑠𝑠𝑑𝑑𝐸𝐸𝑑𝑑𝑠𝑠𝑚𝑚𝑚𝑚, 𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑑𝑑𝑠𝑠𝑚𝑚𝑠𝑠𝑠𝑠 𝑚𝑚𝑠𝑠𝑠𝑠𝑑𝑑𝑠𝑠𝑠𝑠𝑑𝑑𝐸𝐸𝑑𝑑𝑠𝑠𝑚𝑚𝑚𝑚))      (1) 

 
 

3.2. Detailed HIF Procedures  
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In this section, HIF algorithm will be looked through in depth, as well as the IForestASD tree that was used as 
an input to HIF in algorithm 1. And the HIF algorithm follows these steps: 

a) The first component of HIF is implemented from lines 1 to 3: which, line 3, performs the model’s 
essential functionality Line 3 determines if the current chunk drift rate has exceeded the allowable 
threshold and fires the second and third components if it has exceeded. 

b) The second component of HIF is implemented from lines 4 to 11: At line 4, calculate the similarity 
between the current chunk distribution and IForestASD Trees distribution. At line 5, find the most 
similar distribution and use her model as the most similar model. from lines 7 to 11, update the existing 
model if the most similar algorithm accuracy is greater than the drift threshold. and store the current 
chunk mean and standard deviation, which are used in the similarity between historical models. 

c) The third component of HIF is implemented from lines 12 to 25: At line 12, a new model is trained 
based on the current chunk distribution. At line 13, determine whether the IForestASD instance has 
free space to store the new algorithm and if so, store it and replace the current algorithm; otherwise, as 
shown in the algorithm from steps 16 to 25, fetch all IForestASD models and calculate the similarity 
between each similar adjacent two models, and merge the closest adjacent two models. After that, add 
the new model to the IForestASD models list, along with the standard deviation and mean of her 
distribution.  

 
4. Experimental Results 
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This section will explain the outcomes of experiments that support our contribution. The section will be 
structured as follows: 

a) Description of the setup of the tests and the materials used to produce the work. 
b) Outcomes of our enhancement along with a thorough comparison to IForestASD. 

 
4.1. Datasets and Evaluation Metrics 

 
In this section the datasets were provided and utilized to demonstrate our experimental findings with various 
parameters, features, and error rates as shown in the Table 1, as well as our evaluation matrices that 
performed in these datasets. 
 
4.1.1. Datasets Description 

 
 
 
 
 
 
 
 
 
 
 
As shown in Table 1, the Shuttle dataset has nine features with 7.15 as an error rate, ten features for Forest-
Cover with 0.96 error rate, and three features for SMTP with 0.03 error rate. A benchmark utilizing our 
suggested modification and the IForestASD technique on a variety of parameters were ran, three parameters for 
the number of estimators, and five parameters for the window size. 
 
4.1.2.  Experimental Setup 
 
To compare IForestASD with our proposal, on the one hand, experiments with the hyper-parameters were ran 
provided in Table 1. The threshold for anomalies (drifts) is set to 0.5. This is the number utilized to identify 
drift and reset the anomaly detection model. As performed for IForestASD in [26], the parameter u is setup to 
the true anomalies rate in the datasets. 
 
 
4.1.3 Evaluation Metrics 
 
The model’s performance is evaluated using the (test-then-train technique), which is specifically designed for 
data streaming settings in that each chunk serves two purposes (test then train) and that chunks are analyzed 
sequentially, in chronological order, and become unreachable instantly. This strategy assures that the model is 
assessed on new chunks that have not been used in training earlier. For the implementation of IForestASD) [26] 
and the suggested proposal, three metrics: accuracy, running time (training + testing), and model size were 
focused: 

a) Accuracy:  Equation 2 is employed to calculate the model accuracy [28]. Which FP relates to the 
number of expected values as a positive number, but the actual value was negative, therefore the Expected 
values were wrong. TP and TN refer to the number of actual values that is consistent with predicted values. FP 
relates to the number of expected values as a negative number, but the actual value was positive. 
 

                                                          𝐴𝐴𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠𝐸𝐸𝐴𝐴 = (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇)/(𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇)                                              (2) 

Table 1. Datasets and hyper-parameters set up. 

Hyper-parameters Datasets 
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b) Running Time: Fig.1 shows the running time's absolute values (in seconds) and how they have 
changed when hyper-parameter variations have occurred, also shows that our proposal is faster than 
IForestASD in all hyper-parameters. 

c) Model Size: when the model size (KB) is analyzed instead of the execution time, our proposal always 
utilized less memory than IForestASD. Fig.3 reports the effect of parameter selection (number of trees 
and window length) on resource (SMTP, Forest Cover, and shuttle).  for both IForestASD and HIF.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.2. Discussion and Comparison between IForestASD and Our Proposal 
 

Tables 2,3,4 show the results each time a hyper-parameter combination is used (window size and the number 
of trees “Estimator”) and show number of drifts “Detection”, accuracy and total time of training and testing 
phases and the model size of each hyper-parameter, for each dataset (SMTP, Forest Cover, and shuttle). The 
best values were emphasized by making them bold. Regarding Model Size and running time were discovered, 
our proposal outperforms IForestASD for both the Shuttle, Forest-Cover, and SMTP datasets, regardless of the 
number of trees or the size of the windows. Three further results were observed: 

a) Running time: Our methodology produces the best results for all datasets. As shown in Fig. 3, each 
column represents the decreased time from the IForestASD method and demonstrates how the 
decreased time grows as the training time or the number of trees increases. Three regions (three 
datasets) are shown in Fig. 3, and each region shows how each hyper-parameter’s time has decreased. 

Table 2. Comparison between IForestASD and Historical Isolated Forest (HIF). The window size w was fixed (500, 1000, 2000, 3000, 
5000), and changed the amount of trees T each iteration for SMTP dataset. 

( 
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Our methodology takes the least amount of time since it occasionally utilizes the most similar model 
instead of generating a new one. 

b) Model Size: In contrast to IForestASD, the model size in our methodology is smaller. Because it 
occasionally uses the most similar model instead of generating a new one, resulting in less generated 
models than IForestASD's models, which take up less space. Additionally, as shown in Fig. 2, the size-
decreasing rate increased by increasing the number of trees or window size because the needed size 
rises depending on increasing the window size or the number of estimators.  

c) Accuracy: As shown in the preceding section (Proposed Approach), the proposal accuracy may rise 
or fall depending on training duration, with the proposal algorithm accuracy being greater than or equal 
to IForestASD when training time for the new model is short. In several circumstances, our proposal’s 
accuracy falls short of IForestASD. Because our proposal uses the most similar previous model instead 
of sleeping the model until it generates a new model.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Empirical research has been carried out to evaluate the performance of HIF. The experiment involves 
several varieties of concept drift. and compares IForestASD. HIF and IForestASD are primarily assessed 
in three ways: each chunk's model size, total performance for a full data streaming, and time saving. some 
notes were observed when HIF and IForestASD were applied on each dataset (SMTP, Forest Cover, and 
shuttle): 

Table 3. Comparison between IForestASD and Historical Isolated Forest (HIF). The window size w was fixed (500, 1000, 
2000, 3000, 5000), and changed the amount of trees T each iteration for Forest Cover dataset. 

( 
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a. The best HIF performance is appeared when the number of trees or the window size is 
increased as shown in Fig.1 and Fig.2, because training time is the largest and needs more 
space in memory so in these cases. 

b. The number of drifts is increased by increasing the number of windows. 
c. HIF’s accuracy depends on the training time for the new algorithm, which uses the most 

similar algorithm until generating a new one. 
 

5. Conclusion and Future Work 
 
This study introduces a new ensemble technique for continuous learning with concept drift (Historical Isolated 
Forest). Instead of stopping the system until a new model is generated, HIF depends on a decision tree, which 
split the data streaming into chunks and each chuck and stores previously generated models and employs the 
most similar model of each concept drift as the current model until generate the suitable model. HIF is divided 
into three components, one for drift detection, one for finding the most similar model, and one for generating 
the current suitable model. Empirical investigations on real datasets streams (STMP, forest cover, shuttle) 
demonstrate the advantages of HIF over the IForestASD technique in model size and time. The main potential 
drawback of HIF is that the model accuracy may be decreased: because it was used as an unsuitable model for 
some time until finding the most similar model for the presented environment. To improve model performance 
of our work, the next drift is needed to predict and predict the suitable model for this drift, Consequently, the 
model's accuracy will increase. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Table 4. Comparison between IForestASD and Historical Isolated Forest (HIF). The window size w was fixed (500, 1000, 
2000, 3000, 5000), and changed the amount of trees T each iteration for Forest shuttle dataset. 

( 
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