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Abstract— Various techniques have revolutionized the field of 
plant disease detection, offering accurate approaches for timely 
detection and recognition of crop diseases. This comprehensive 
review explores the current utilization of diverse techniques for 
plant disease detection and classification. It analyzes recent 
publications, considering aspects such as disease detection 
methods and dataset characteristics. These techniques have 
significantly advanced object detection and recognition in 
agriculture, facilitating efficient crop management and higher 
yields. However, the complexity of identifying and detecting plant 
diseases from images necessitates species-specific detection for 
customized control strategies. This study discusses the challenges 
and proposed solutions associated with the use of different 
techniques in early disease detection concentrated on deep 
learning methods. Overall, the review demonstrates the 
considerable potential of these techniques in disease detection and 
emphasizes the ongoing need for research and development to 
address current challenges and optimize their benefits in 
agriculture. and also underscores the importance of incorporating 
emerging technologies and data-driven approaches to further 
enhance the precision and scalability of plant disease detection 
systems. 

Keywords—Deep learning; CNN; plant disease datasets; pre-
trained models. 

I. INTRODUCTION 
Plant diseases have a profound impact on food production, 

resulting in considerable reductions in yield and economic 
consequences. The Food and Agriculture Organization (FAO) 
reports that plant diseases and pests contribute to a loss of 20% 
to 40% in global food production. Additionally, approximately 
13% of the global crop yield loss can be attributed to plant 
diseases [1-2]. These alarming statistics emphasize the critical 
importance of identifying and effectively managing plant 
diseases. 

In the majority of cases, plant diseases initially appear at the 
lower sections of plants and subsequently extend throughout the 
entire crop. It is essential to monitor crops regularly to detect 
diseases early and prevent their further proliferation. Certain 
diseases may also emerge later in the season, specifically after 
the pollination stage [3]. Plant diseases can affect different 
organs, with foliar diseases being the most visibly recognizable 
through visual examination as they exhibit symptoms on the 

leaves. Fungal diseases, in particular, have a substantial impact 
on crop yield, leading to significant losses. In recent studies, 
computer vision, machine learning, and deep learning 
techniques have been utilized to identify plant diseases using 
images of plant leaves. Effective plant disease diagnosis 
involves early detection of diseases during the growing season, 
detection of multiple diseases across different crops, estimation 
of disease severity, determination of optimal pesticide volumes 
for application, and implementation of appropriate disease 
management strategies to limit its spread. The integration of 
advanced technologies and techniques, such as computer vision, 
image processing, and deep learning, presents promising 
opportunities for precise and timely detection and management 
of plant diseases [4]. Researchers are leveraging these tools to 
improve early detection capabilities, optimize treatment 
strategies, and mitigate the impact of plant diseases on crop 
yields [5]. Traditional methods of plant disease detection often 
require manual feature extraction, which is time-consuming and 
inconsistent. Machine learning approaches, while explored, still 
rely on feature extraction and may have limited effectiveness. 
However, deep learning techniques have emerged as a 
promising solution. Deep learning models can automatically 
extract relevant features, eliminating the need for manual 
extraction. In the field of plant disease detection, classical 
machine learning algorithms combined with image processing 
techniques have shown excellent results. Image segmentation, 
involving thresholding, clustering, edge detection, and region 
extraction, is a crucial step in disease detection systems. The K-
means clustering algorithm and SVM are widely used for 
segmentation and classification, respectively. For study[49] 
achieved 93% accuracy in detecting and classifying five plant 
diseases using a K-means and neural network-based model. 
Another study obtained a 90% overall accuracy in classifying 
tomato diseases using pre-processing, segmentation with k-
means, feature extraction, and SVM classification. Further 
improvements can be made by increasing the number of training 
images. 

The emergence of deep learning, a branch of machine 
learning, has brought significant advancements in the field of 
disease detection. These advancements can be attributed to 
improvements in computational power, storage capabilities, and 
the availability of large datasets. The ILSVR ImageNet 
competition in 2012 played a crucial role in popularizing and 
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adopting deep learning techniques across various domains [8]. 
Convolutional Neural Networks (CNNs) have become widely 
used in tasks such as image classification, object detection, and 
semantic segmentation. However, it is important to highlight 
that the effectiveness of deep learning heavily depends on the 
availability of substantial amounts of data, necessitating large 
datasets with numerous images for successful model training 
and optimal performance [5]. Deep learning, specifically 
utilizing Convolutional Neural Networks (CNNs), has gained 
significant attention in the field of disease detection, particularly 
with the introduction of the PlantVillage dataset in 2015. This 
dataset has become a valuable resource for detecting diseases, 
estimating severity, and developing management systems. In 
addition to PlantVillage, several other publicly available plant 
disease datasets, such as Plant Pathology, Plant Pathology 
Challenge Dataset, Plant Disease Detection Dataset, PlantDoc 
dataset, Rice disease dataset, and Northern Leaf Blight (NLB) 
dataset, have facilitated the training of deep learning models for 
disease detection in various crops, addressing the challenges of 
yield reduction [31]. While these publicly available datasets are 
widely utilized, some studies also employ custom datasets 
tailored to their specific research objectives. As the field 
advances, researchers continue to explore and improve deep 
learning architectures, accompanied by the creation of new 
datasets to further enhance the capabilities of plant disease 
detection. 

In this comprehensive review, we have evaluated several 
studies that encompassed the creation of plant disease datasets, 
the development of disease detection and severity estimation 
models and the exploration of researches.  This review provides 
an analysis of the advancements in plant disease detection over 
time, including the progression of dataset development and the 
utilization of different data collection platforms. While previous 
reviews and surveys [6,7,8] have been conducted there has been 
a lack of studies in the field of plant disease detection that cover 
all aspects and identify open research gaps. This review explores 
the current techniques revolutionizing plant disease detection, 
enabling accurate and timely detection and classification of crop 
diseases. The analysis includes recent publications, focusing on 
disease detection methods, dataset characteristics, and 
advancements in object recognition in agriculture. While these 
techniques have improved crop management and yields, the 
study also discusses challenges and proposed solutions for 
customized control strategies and early disease detection. This 
study addressed the following research questions: 

• Which datasets are currently available and can be 
effectively utilized for conducting research on plant 
diseases? 

• What are the techniques that have been implemented 
for disease detection in the field of plant pathology? 

By addressing these research questions, this study aims to 
provide a comprehensive understanding of the utilization of 
datasets, techniques of classification, data generality, disease 
severity estimation, and the potential of deep learning in 
comparison to human expertise. Furthermore, it highlights the 
existing research gaps and identifies promising areas for future 
investigations. 

II. UTILIZING AVAILABLE DATASETS FOR PLANT DISEASE 
RESEARCH 

In order to facilitate the development of models to accurate 
plant disease detection using image-based approaches, the 
availability of representative datasets is of utmost importance. 
These datasets should encompass a substantial number of 
images, typically in the thousands, to effectively support deep 
learning solutions. Among these datasets, the PlantVillage 
dataset stands out as the most commonly utilized choice by 
researchers. However, it is important to note that many 
researchers, as observed in the reviewed studies, opt to create 
their own datasets, which are not available to be accessible [9]. 
This trend signifies the growing preference for developing 
specialized datasets tailored to specific research requirements 
in the domain of plant disease detection. 

1. plantVillage Datase 
The PlantVillage dataset, created in 2015, is a widely used 

and influential collection of high-quality images representing 
various plant diseases. It consists of tens of thousands of 
images, including both healthy plants and plants affected by 
different diseases, covering a wide range of crops and regions. 
Exactly contain 54,309 images representing in 38 different 
class in 14 crops. The dataset has been extensively utilized for 
training and evaluating machine learning and deep learning 
models in the field of plant disease detection and management 
[10]. It has played a significant role in the development and 
assessment of algorithms for plant disease detection, 
classification, and severity estimation. However, it is important 
to note that the dataset may not fully represent real-field 
conditions and suffers from class imbalance and overlap 
between disease classes, which can impact the generalization 
and accuracy of deep learning models trained solely on this 
dataset. Example of plant village: Crop: Tomato, Disease: Late 
Blight, Description: The image displays a close-up view of a 
tomato leaf with distinct symptoms of Late Blight disease. The 
affected leaf shows irregularly shaped, dark lesions surrounded 
by a yellowish halo. The disease progression can be observed, 
with the lesions expanding and causing wilting and decay of the 
leaf tissue. 

2. Plant Pathology 2020 Dataset  
One widely used plant disease dataset is the "Plant Pathology 

2020 Dataset". It focuses on plant disease classification and 
contains a variety of images showcasing different diseases 
affecting crops like apples, grapes, peaches, and more. The 
dataset encompasses diseases such as rust, scab, and various 
types of blight, with each image labeled accordingly. 
Researchers and data scientists can leverage this dataset to 
develop and evaluate machine learning models for plant disease 
detection and classification [11]. With its large size and diverse 
visual characteristics, including variations in disease severity 
and leaf appearance, the dataset allows for robust model 
training and simulates real-world scenarios. By utilizing the 
Plant Pathology 2020 dataset, researchers can contribute to the 
creation of accurate and efficient disease diagnosis systems, 
benefiting farmers, agronomists, and plant pathologists in early 
detection and effective management of crop diseases, 
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ultimately leading to improved yields and reduced economic 
losses. 

3. PlantDoc Dataset 
PlantDoc is a dataset specifically designed for plant disease 

detection, consisting of 2,598 images that represent 17 different 
diseases across 13 diverse crops. There are Apple had 273 
samples, Bell Pepper had 132 samples, Blueberry had 117 
samples, Cherry had 57 samples, Corn had 376 samples, Grape 
had 133 samples, Peach had 122 samples, Potato had 222 
samples, Raspberry had 119 samples, Soybean had 65 samples, 
Squash had 130 samples, Strawberry had 96 samples, and 
Tomato had 746 samples [12]. Each image is labeled with the 
corresponding disease type. The dataset aims to capture real-
field conditions, providing a realistic representation of the 
challenges involved in identifying plant diseases. It covers a 
variety of crop species and showcases different disease 
symptoms. However, one limitation of this dataset is its class 
imbalance, with a little image in the classes, usually less than 
200. Despite this limitation, researchers can still utilize the 
dataset to develop algorithms and models for accurate disease 
detection and classification, contributing to improved crop 
health and productivity. 

4. Rice disease dataset 
The rice disease dataset is a widely utilized and essential 

resource in the field of rice disease research. Specifically 
curated to facilitate the development of machine learning 
models for rice disease detection and classification. The dataset 
comprises 3,355 images that are classified into four distinct 
categories: 1488 healthy samples, 523 samples of Brown Spot, 
565 samples of Hispa, and 779 samples of Leaf Blast [13]. With 
comprehensive labels for each image, researchers and 
practitioners can train and evaluate machine learning 
algorithms to automate the detection of rice diseases [14]. The 
dataset offers a wide array of visual characteristics, capturing 
different disease severities and leaf appearances, enabling the 
creation of robust models capable of handling real-world 
scenarios. Overall, the Rice Disease Image Dataset plays a vital 
role in advancing the field of rice pathology and contributing to 
effective disease management strategies. 

5. Coffee disease dataset 
In a separate study, a crop-specific annotated dataset was 

created specifically for coffee diseases, including severity 
information. The dataset consists of 1,560 images taken in a 
coffee field located in Ecuador. There are 791 healthy samples, 
167 samples of Red Mite, 344 samples of Rust Level 1, 166 
samples of Rust Level 2, 62 samples of Rust Level 3, and 30 
samples of Rust Level 4. The field contained a total of 390 
coffee plants [15]. To ensure accuracy, each image was 
meticulously annotated using an open-source tool, providing 
ground truth annotations for disease detection and severity 
estimation.  

III. ADVANCEMENTS IN DISEASE DETECTION TECHNIQUES IN 
PLANT PATHOLOGY 

1. Harnessing Deep Learning for Agriculture 
Deep learning, a branch of machine learning and artificial 

intelligence, utilizes to process and analyze data in order to 
extract meaningful patterns and make predictions. It 
encompasses a range of techniques that depend on the 
availability of labeled data, including supervised learning, 
semi-supervised learning, and unsupervised learning. In plant 
disease detection, deep learning techniques have shown 
promise, with convolutional layers effectively capturing 
important features such as lesion colors and textures. 
Convolutional neural networks have demonstrated the ability to 
extract features and perform classification simultaneously, 
leading to increased adoption in plant disease detection as more 
datasets become publicly available [16]. 
Deep learning has emerged as a valuable tool in precision 
agriculture and phenotyping research. However, one of the 
challenges faced in utilizing deep learning for plant disease 
detection is the interpretability of the results. To address this, 
conducting a comprehensive review of deep learning-based 
studies in this field becomes crucial. Such a review helps in 
understanding the techniques employed, extracting meaningful 
insights, and evaluating different performance metrics [17]. A 
typical convolutional neural network (CNN) architecture 
consists of various layers, including input, hidden, 
convolutional, pooling, fully connected, and output layers. 
During training, a cost function is used to improve the network's 
performance. Activation functions and regularization 
techniques like dropout layers may also be applied to enhance 
model performance and generalization. 

2. Plant Classification 
Deep learning, especially in the agricultural field of plant 

disease detection, has revolutionized image classification. 
Through supervised training, deep learning utilizes labeled 
image datasets to classify objects in images. The SoftMax 
activation function assigns probabilities to each category, 
indicating the likelihood of the object belonging to a specific 
category. By optimizing the model's parameters using 
backpropagation and gradient descent, the network 
progressively improves its prediction accuracy. Supervised 
training with labeled datasets is a crucial aspect of deep 
learning, enabling the development of highly accurate 
classification models. Convolutional Neural Networks (CNNs) 
serve as the foundation for these models, leveraging their 
hierarchical architecture to effectively classify images in 
various computer vision tasks. 

The (Table 1) illustrates key contributions made by various 
models in different years. The development of CNNs has seen 
several significant milestones. In 1998, the introduction of 
LeNet-5 demonstrated the effectiveness of convolutional layers 
in recognizing handwritten digits, laying the foundation for 
future advancements. In 2012, AlexNet achieved a 
breakthrough by winning the ImageNet Large-Scale Visual 
Recognition Challenge (ILSVRC), showcasing the power of 
deep architectures with multiple convolutional layers and the 
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importance of large-scale labeled datasets for training CNNs 
[7]. 
Subsequent models further pushed the boundaries of accuracy 
and efficiency. VGGNet, proposed in 2014, demonstrated the 
benefits of deeper networks with stacked convolutional layers, 
although at the expense of increased computational complexity 
[18]. GoogLeNet (Inception) in 2015 introduced inception 
modules, reducing parameters and computational complexity 
while maintaining competitive performance. The ResNet 
model, also introduced in 2015, addressed the challenge of 
training extremely deep networks through the use of residual 
connections, leading to improved accuracy. 
Other notable CNN models include DenseNet, MobileNet, 
EfficientNet, and Vision Transformer (ViT). DenseNet, 
developed in 2016, introduced dense connections between 
layers to facilitate better gradient flow, parameter efficiency, 
and feature reuse. MobileNet, introduced in 2017, focused on 
efficient models for mobile and embedded vision applications 
using depth-wise separable convolutions. EfficientNet, 
proposed in 2019, aimed to achieve state-of-the-art 
performance by scaling the depth, width, and resolution of the 
CNN architecture. Vision Transformer (ViT), introduced in 
2020, applied the transformer architecture from natural 
language processing to computer vision tasks, achieving 
competitive performance. 

Evaluation of image classification models involves 
assessing training, validation, and testing accuracies, with 
additional metrics like precision, recall, and F1-score for 
handling class imbalance [19]. High testing accuracies have 
been reported in various studies, although challenges remain in 
generalizing models across different datasets and image 
acquisition conditions. While image classification is widely 
used, it may not provide detailed lesion location information or 
enable the detection of multiple diseases simultaneously. 

TABLE I.  CNN MODELS EVOLVE 

Year Model Key Contributions 
1998 LeNet-5 Demonstrated effectiveness 

of convolutional layers 
2012 AlexNet Deep architecture, large-

scale labeled datasets 
2014 VGGNet Deeper networks, fixed 

structure 
2015 GoogLeNet Inception modules, reduced 

parameters 
2015 ResNet Residual connections, 

training deep networks 
2016 DenseNet Dense connections, better 

gradient flow 
2017 MobileNet Efficient models for mobile 

and embedded vision 
2019 EfficientNet Optimal model scaling, 

compound scaling method 
2020 Vision 

Transformer 
(ViT) 

Transformer architecture for 
computer vision 

3. Detecting of Diseases 
Deep learning-based object detection is a powerful technique 

employed to locate and identify multiple objects within images 
and videos. This approach involves supervised training, where 
labeled images with boundary annotations are used to train deep 
neural networks. By learning from the labeled data, these 
networks can accurately detect and classify objects in new, 
unseen images. Various deep learning models have been 
developed for object detection, including SSD (Single Shot 
MultiBox Detector), YOLO (You Only Look Once), Faster R-
CNN (Region-based Convolutional Neural Network), Fast R-
CNN, and R-CNN (Region-based Convolutional Neural 
Network). These models differ in their architectures and 
methodologies, but they all aim to achieve efficient and 
accurate object detection in different applications. 
In the context of plant disease detection, object detection has 
been applied to locate and identify plant diseases. Some studies 
focus on detecting entire diseased leaves, while others aim to 
detect specific disease pest. Among the reviewed studies, eight 
utilized object detection for plant disease detection. 
Evaluation of object detection models for plant disease 
detection are evaluated using metrics such as average precision 
(AP), mean average precision (mAP), precision, recall, and F1-
score [20]. AP and mAP measure the overall performance and 
accuracy of the model across different classes, while precision, 
recall, and F1-score provide insights into the model's ability to 
correctly detect and classify objects. These evaluation metrics 
play a vital role in comparing and selecting the most effective 
models for accurate plant disease detection. 
Deep learning-based object detection techniques have shown 
promise in plant disease detection by enabling the detection of 
multiple disease instances simultaneously in images and 
videos, making them suitable for real-time systems. However, 
a limitation of these techniques is the localization of objects 
within bounding boxes. This can lead to the inclusion of healthy 
areas alongside disease lesions within the bounding boxes, 
introducing noise and potentially impacting the accuracy of 
disease detection [21]. The presence of healthy areas within the 
bounding boxes poses a challenge to the analysis and 
interpretation of the results. Therefore, further research is 
necessary to address this challenge and enhance the accuracy of 
object detection in plant disease detection tasks. 
The performance of the models can be influenced by various 
factors, including training data, model architecture, and the 
nature of the plant disease. While deep learning has shown 
impressive results, human expertise remains crucial in plant 
disease detection. Human experts consider factors beyond 
visual symptoms, like environmental conditions and historical 
context. Combining deep learning models with human 
expertise leads to accurate and reliable results. While 
surpassing human accuracy (approximately 94%) is a goal for 
deep learning, the combination of deep learning and human 
involvement is often the most effective approach for plant 
disease detection [32]. 
Deep learning-based image classification has demonstrated 
impressive accuracies in identifying plant diseases within 
specific datasets. In the comprehensive PlantVillage dataset, 
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accuracies ranging from 91.4% to 99.81% were achieved when 
both training and testing images were sourced from the same 
dataset [33,10 ,34]. 
Several studies have concentrated on the detection of diseases 
in specific crops using image classification techniques, 
demonstrating impressive accuracies. For instance, accuracies 
as high as 98.8% were achieved for identifying diseases in 
apples, cherries, and corn [36]. In another study, diseases in 
corn, grapes, tomatoes, apples, and sugarcane were identified 
with an accuracy of 96.5% [35]. Additionally, custom acquired 
diseases for peaches, apples, pears, and grapevines were 
successfully identified with an accuracy of 96.3% [37]. These 
results emphasize the preference of deep learning-based image 
classification in accurately detecting plant diseases in specific 
crops. 
Several studies have specifically targeted the detection of 
diseases in individual crops using image classification 
techniques. For instance, in the case of tomato diseases from 
the PlantVillage dataset, accuracies ranging from 91.15% to 
99.65% were achieved [10, 38, 39]. Custom datasets were also 
utilized, resulting in accuracies of 95.75% and 96.25% for 
tomato disease detection [40, 41]. Similarly, image 
classification techniques were employed to identify corn 
diseases, leading to an accuracy of 98.9% [42]. Furthermore, 
accuracies of 87% and 96.96% were attained for corn disease 
detection using the Digipathos dataset for training models [43, 
44]. These results demonstrate the effectiveness of image 
classification in accurately identifying diseases in specific 
crops, particularly tomatoes and corn. 
In the field of bean diseases, including angular leaf spot, bean 
rust, and healthy classes, deep learning techniques were 
employed to successfully identify these diseases. With a 
balanced dataset captured under field conditions, testing 
accuracies of up to 95.31% were achieved [20]. Similarly, for 
cassava diseases, a custom acquired dataset collected under 
field conditions led to an accuracy of 96.75% in disease 
detection [45]. These studies highlight the effectiveness of 
image classification and deep learning approaches in accurately 
detecting and classifying diseases within specific crops, such as 
beans and cassava. 
Classification models has generally achieved high accuracies 
exceeding 94% for plant disease detection. However, there are 
cases where lower accuracies have been reported, particularly 
when the task involves identifying diseases across multiple 
crops. Traditional machine learning solutions could achieve 
accuracies higher than 94% for disease detection, but their 
application is limited by the need for manual feature extraction 
and definition [47,48]. Deep learning, on the other hand, 
enables automatic feature extraction through convolutional 
neural networks (CNNs), enhancing generalization capabilities. 
While deep learning solutions for disease detection may 
initially appear superior to human-based detection, a significant 
limitation lies in the generalization capability of models. For 
instance, in one study, diseases were initially detecting with an 
accuracy of 99.01% when testing and training images were 
from the same dataset. despite of, when testing images from a 
different dataset were introduced, the accuracy decreased to 

45.95% [46]. This highlights the challenge of generalizing deep 
learning models to new datasets and emphasizes the need for 
robustness in real-world applications.  

TABLE II.  A COMPARATIVE ANALYSIS FOR CROP DISEASE DETECTION 
ACCURACY AND DATASET LIMITATIONS ACROSS VARIOUS CROPS. 

References Dataset Result Limitations 
[33, 10, 34,36] PlantVillage 

dataset 
Accuracies 
ranging 
from 91.4% 
to 99.81% 

Limited to the same dataset 

for train and test and some 

model more Complex deep 

learning architectures and 

the challenging to interpret 

and explain model 

decisions, which crucial in 

certain contexts. 

[37] Dataset of 13 
crops types 

Accuracy of 
96.3% 

Models struggle with real-

world challenges such as 

varying lighting and 

background interference, 

affecting their performance 

in practical agricultural 

settings. 

[10, 38, 39] Tomato diseases 
in PlantVillage 
dataset 

Accuracies 
ranging 
from 
91.15% to 
99.65% 

Only use the single plant 

tomato diseases and that the 

same dataset for train and 

test 

[40, 41] Tomato (custom 
dataset) 

Accuracies 
of 95.75% 
and 96.25% 

Models not perform well on 

new datasets due to their 

reliance on specific datasets 

for training and testing. 

[42] Corn diseases Accuracy of 
98.9% 

Datasets used not fully 

capture the range of 

variations and disease 

manifestations seen in real-

world scenarios, potentially 

leading to biased or 

incomplete training. 

[43, 44] Corn diseases  Accuracies 
of 87% and 
96.96% 

Specific to corn diseases 

[20] Bean diseases Testing 
accuracy of 
up to 
95.31% 

The scarcity of 

comprehensive and diverse 

datasets training and 

evaluation, leading to 

suboptimal performance 

and limited generalization 

[45] Cassava 
diseases 

Accuracy of 
96.75% 

Specific to cassava diseases 

[47, 48] VillagePlant Accuracies 
exceeding 
94% 

Manual feature extraction 

techniques can be time-

consuming and subjective, 

limiting the models' ability 

to capture complex disease 

patterns effectively. 
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4. Planet disease estimation 
The measurement of plant disease severity plays a crucial role 
in assessing disease spread and its impact on plant growth and 
yield. Traditionally, this has relied on costly and subjective 
visual analysis by experts. However, deep learning-based 
systems offer an automated and improved solution for disease 
severity estimation from images. By leveraging deep learning 
algorithms, these systems can overcome the limitations of 
manual analysis and deliver accurate results [22]. 
Researchers have adopted various definitions and metrics for 
estimating disease severity. One common approach involves 
quantifying severity as the proportion of leaf area affected by 
disease lesions or symptoms [23]. Deep learning-based image 
classification techniques have been developed to estimate 
severity based on the extent of leaf area impacted by these 
lesions. Numerous studies have utilized deep learning and 
image classification to estimate the severity of different plant 
diseases [24]. These approaches aim to provide precise 
quantification of disease severity and valuable insights for 
effective disease management in agriculture. 
In the past, traditional image processing techniques were 
commonly used for pomegranate disease severity detection, 
while fuzzy logic was utilized for estimating corn disease 
severity [25]. However, the emergence of deep learning-based 
models has brought about a significant shift in the research 
community. These models have gained acceptance due to their 
capability to automatically learn essential features for disease 
severity estimation. The use of deep learning has providing 
more accurate and efficient methods for assessing the severity 
of plant diseases. 
In a study related to coffee diseases, a deep learning model was 
trained to assess severity levels as healthy, very low, low, high, 
and very high. The VGG16 model achieved an accuracy of 
86.51% in estimating severity based on the percentage of lesion 
coverage on coffee leaves [26]. In another specific study 
focused on black rot disease in apples, a deep learning model 
was trained to identify four severity levels: healthy, early-stage, 
middle-stage, and end-stage. By analyzing spot lesions in the 
images, the VGG16 model achieved an accuracy of 90.4% in 
severity classification [22]. Another model called PD2SE was 
then developed, achieving up to 91% accuracy in disease 
severity estimation using the PlantVillage dataset [27]. 
This study investigates the application of deep convolutional 
neural networks, namely VGGNet and Inception module, for 
the detection of plant leaf diseases. Transfer learning is utilized 
by initializing the weights with pre-trained models from 
ImageNet. The approach achieves a validation accuracy of at 
least 91.83% and an average accuracy of 92.00% for rice plant 
images [30]. 
In the case of late blight disease in tomatoes, deep learning 
models based on squeeze and excitation networks, CapsNet, 
AlexNet, and ResNet were employed. These models 
successfully identified four severity classes: healthy, early, 
middle, and end, achieving testing accuracies of up to 93.75% 
[28]. For multi-label severity estimation, a binary relevance 
CNN (BR-CNN) model was utilized. It accurately identified 
crops, disease types, and severity levels. In disease detection, 

DenseNet121 achieved a 98.45% accuracy, while ResNet50 
achieved a 92.93% accuracy in severity estimation. However, 
the severity was classified into three classes: general, normal, 
and serious [29]. 
Standardizing severity estimation methods would facilitate 
comparative studies, enhance understanding of disease 
progression, and support the development of effective 
management strategies. By establishing uniform criteria, 
researchers can improve the reliability and reproducibility of 
severity estimation across different plant diseases and crops. 

IV. DISCUSSION 
Plant disease diagnosis and monitoring are critical tasks in 

plant pathology, and recent studies have employed image 
processing, machine learning, and deep learning techniques, 
utilizing datasets such as PlantVillage, to identify and classify 
plant diseases. Although advancements have been made in 
algorithm development and disease detection, there are still 
limitations and gaps that need to be addressed for the 
development of comprehensive plant disease management 
systems. These include challenges in generalization to new 
datasets, interpretability of deep learning models, and the need 
for robust and scalable solutions that can be applied in real-
world settings. Further research is required to bridge these gaps 
and create effective and practical solutions for plant disease 
diagnosis and monitoring. 

One limitation is the focus on individual crop diseases or 
limited disease coverage within studies. While these 
approaches can accurately detect specific targeted diseases, 
they may struggle to identify diseases outside the training set, 
posing a challenge for comprehensive agriculture disease 
detection. Standardizing severity estimation definitions is 
another challenge. Deep learning models require consistent and 
well-defined criteria for accurate severity estimation. Image 
classification alone is insufficient, as it cannot precisely 
localize disease lesions. Object detection improves localization 
but may include non-infected areas. Segmentation approaches 
can provide more accurate calculations of infected leaf regions. 
Considering the season of disease detection is crucial, enabling 
timely and effective management techniques for maximum 
crop yield. Incorporating this aspect into plant disease 
management systems ensures efficient disease control and 
prevention strategies. Addressing these limitations and gaps in 
research will be instrumental in developing comprehensive 
end-to-end plant disease management systems. By 
incorporating multiple disease types, standardized severity 
definitions, and considering disease detection timing, future 
solutions can enhance food production and improve global food 
security. 

V. CONCLUSION 
This comprehensive study examined several research papers 

covering a wide range of topics related to plant disease 
diagnosis, including review papers, computer vision and 
processing, machine learning and deep learning studies. The 
study addressed two critical research questions and explored an 
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available datasets and descriptions of diseases that affecting 
plants as in section 2. It also discussed the evolves of deep 
learning models and their potential to surpass human 
capabilities as in section 3. The study concluded that effective 
plant disease analysis should involve the detection of multiple 
plants and their respective diseases at an early stage, as well as 
accurate estimation of disease severity. These findings are 
crucial for the development of an automated end-to-end plant 
disease detection system. 
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